
Solutions 3

Exercise 3.19

According to (3.43) in example 3.15 of Page 59, we can get

var(β̂) ≥ 12

(2π)2MηM+1
M−1(L

λ
)2 sin2 β

where η = 1 L = (M − 1)λ/2 and β = 90◦. Thus,

var(β̂) ≥ 48

(2π)2M(M2 − 1)

Since

√
var(β̂) = 5π/180, we can obtain

M(M2 − 1) ≥ 159.7 =⇒M ≥ 6

However, in this case, L = (M − 1)λ/2 = (M − 1)c/(2F0) = 750m where F0 = 106. It is

obviously impossible.

Exercise 3.20

Using (3.16) in Page 37 and 38, we can get

var(P̂xx(f)) ≥
(∂Pxx(f)

∂a[1]
)2

I(a[1])
=

(∂Pxx(f)/∂a[1])2

N/(1− a2[1])

According to example 3.16, we have Pxx(f) = σ2
u

|A(f)|2 where A(f) = 1 + a[1]e−j2πf . Thus,

∂Pxx(f)

∂a[1]
= σ2

u ·
∂

∂a[1]

(
1

A(f)A∗(f)

)
= − 2σ2

u

|A(f)|4
(a[1] + cos 2πf)

Then,

var(P̂xx(f)) ≥ 4σ2
u(1− a2[1])(a[1] + cos 2πf)2

N |A(f)|8

For the given value, we can get

var(P̂xx(f)) ≥ 0.0076(−0.9 + cos 2πf)2

|1− 0.9e−j2πf |8
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Figure 1: CRLB versus frequency

The variance is highest when f = 0 because of the sensitivity of the PSD to direct

change in a[1] for f near zero.

Exercise 5.3

p(x;λ) =
N−1∏
n=0

λ exp (−λx[n]) x[n] > 0

= λN exp (−λ
N−1∑
n=0

x[n]) · u(minx[n])

Thus, T (x) =
∑N−1

n=0 x[n] is a sufficient statistic.

Exercise 5.4

p(x;λ) =
N−1∏
n=0

1√
2πθ

e−
1
2θ

(x[n]−θ)2

=
1

(2πθ)N/2
e−

1
2θ

∑N−1
n=0 (x[n]−θ)2

=
1

(2πθ)N/2
e−

1
2θ

∑N−1
n=0 x

2[n]− 1
2
Nθ · e

∑N−1
n=0 x[n]

Thus, T (x) =
∑N−1

n=0 x
2[n] is a sufficient statistic.

Exercise 5.5

p(x[n]; θ) =
1

2θ
(u(x[n] + θ)− u(x[n]− θ))

p(x; θ) =
1

(2θ)N

N−1∏
n=0

(u(x[n] + θ)− u(x[n]− θ))
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The product is zero unless −θ ≤ x[n] ≤ θ for all x[n] or max |x[n]| ≤ θ, so that

p(x; θ) =
1

(2θ)N
u(θ −max |x[n]|)

Thus, T (x) = max |x[n]| is a sufficient statistic.

Exercise 5.14

(a)

p(x;µ) = exp [µx− 1

2
x2 + (−1

2
µ2 + ln

1√
2π

)]

where A(µ) = µ, B(x) = x, C(x) = −1
2
x2 and D(µ) = −1

2
µ2 + ln 1√

2π
.

(b)

p(x;σ2) =
x

σ2
exp [−1

2

x2

σ2
]u(x)

= exp [−1

2

x2

σ2
+ lnxu(x)− lnσ2]

where A(σ2)B(x) = −1
2
x2

σ2 , C(x) = ln xu(x) and D(σ2) = − lnσ2.

(c)

p(x;λ) = exp [−λx+ lnu(x) + lnλ]

where A(λ)B(x) = −λx, C(x) = lnu(x) and D(λ) = lnλ.

Exercise 5.15

p(x, θ) =
N−1∏
n=0

exp[A(θ)B(x[n]) + C(x[n]) +D(θ)]

= exp[A(θ)
∑
n

B(x[n]) +
∑
n

C(x[n]) +ND(θ)]

= exp[A(θ)
∑
n

B(x[n]) +ND(θ)] exp[
∑
n

C(x[n])]

Thus, T (x) =
∑N−1

n=0 B(x[n]) is a sufficient statistic.

For (a), T (x) =
∑

n x[n], for (b), T (x) =
∑

n x
2[n] and for (c), T (x) =

∑
n x[n].

For Gaussian, the MVU is µ̂ = 1
N
T (x) = 1

N

∑
n x[n].

For Rayleigh, we have E(x2) = 2σ2. Thus, σ̂2 = 1
2N

∑
n x

2[n].

For exponential, we have E(x) = 1
λ
.Denote ν = 1

λ
, then ν̂ = 1

N

∑
n x[n].
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